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Abstrad — Temporary nonuriform traffic patterns
can severely degrade the performance of wormhole-
routing multistage interconnection networks in
multiprocesor systems. Temporary saturation trees
buil d up indde the network under these traffic patterns
that result in a temporary network overload with
increased packet delay. Recently, enhanced switch box
architectures and priority mechanisms were proposed
that are able to alleviate or control the degrading
effects of these saturation trees. In this paper, it is
studied how these different mechanisms influence the
lengths of hot-spot and overload phases, and message
delay. All mechanisms are able to dleviate
performance degradaion. The switch box design
proposed in [9] in conjunction with an alternating
priority mechanism is able reduce network overload
and message delay the most while the hot-spot phase
is increased moderately only. This can be achieved
with low hardware overhead.
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1. Introduction

In multi processor systems, multistage
interconredion retworks (MINs) are frequently
used to interconned the procesors, or to conred
the processors with memory modues, eg.,
ASPFRO, BBN Buitterfly, Cedar, NEC Cenju-3,
IBM RP3, IBM SP2, PASM, STARAN,
Ultracomputer [13]. Blocking MINs consist of
stages of switch boxes and provide a unique path
between any source and destination pair, and
different source/destination paths might share
common links and/or switch boxes[8, 13]. In this
paper, one dass of MINs, the multistage abe

network is considered, which is a representative
of afamily of topologies that includes the omega,
indired binary n-cube, delta, basdline, butterfly,
and multistage shuffle-exchange networks [8]. In
the discussons, wormhade-routing network
organizaions are a&umed that conred the
processors with the memory modues in a shared
memory MIMD paralel computer. Results can
also be gplied to messge passng systems.

Hot-spot traffic, in which many processors
send dcata (hot messages) to the same destination,
can cause @mngestion within the MIN and degrade
the overal performance of the MIN substantially
[3, 6]. If the traffic rate to the hot memory
exceals a cetain threshold, a saturation tree of
full switch bufers builds up from the last
network stage and might even read the source
nodes. The network is overloaded and even
messages not destined to the hot-gpat destination
are delayed substantialy [3].

A variety of medhanisms can cause hot-spot
traffic patterns in shared memory and dstributed
memory multiprocessor systems. For example,
the accesof asinge shared variable by multiple
processors can cause ahot-spat. Synchronizaion
medchanisms (regular and Barrier
Synchronizaion) where synchronizaion
variables are used can produce severe hot-spots
[3]. Also, dgorithms such as Gaussan
Elimination are prone to hat-spot contention [3].
Furthermore, cade @herence protocols can
produce hot-spat patterns. The negative influence
of those hot-spats on the overall network traffic
has to be al eviated to obtain high performancein
multi processor systems.

Several concepts to aleviate saturation tree



effects on retwork performance have been
proposed. These @ncepts can be divided into
three ¢as=s: (1) combining tedhniques, (2) flow
control techniques, and (3) enhanced switch box
designs. In combining techniques, severd
messages destined to the same destination are
combined into a single message to reduce the
number of hat messages within the network [12].
Thistedhnique resultsin high herdware overhead,
and might fail if hot-spot messages are not
combinable due to multiple hot locaions within a
modue. Also, combining techniques are unable
to cope with traffic patterns that produce
nonuniform traffic spots (NUTS (eg., the bit-
reverse permutation traffic) that might cause
congestion through multi ple simultaneous partial
saturation trees within a MIN. Flow control
techniques, like feadbad or discarding retworks,
often result in deaeased performance under
uniform traffic [4]. Enhanced switch bax designs
can dleviate saturation tree dfeds, while
consuming less hardware, as compared to
combining techniques, while they are dso able to
dleviate performance degradation undr NUTS
[9, 11].

This paper compares the performance of
different enhanced switch box architedures and
priority medhanisms  under  temporary
nonunform traffic patterns. It is shown how the
different priority medhanisms are ale to alleviate
the network performance degradation dwe to
temporary network overloads.

2. Network and Traffic Models

The networks considered in this paper are
multistage abe networks [8] that conrned N=2"
procesrs with N memory modules in a shared
memory MIMD parallel computer. The networks
are onstructed from s = logg N stages of BxB

switch boxes. Each stage onsists of N/B switch
boxes, two conseautive stages are onreded via
N network links. A multistage aibe network with
N=8 and B=2is shown in Figure 1.

Networks with a badkpressure mechanism are
asauimed so that no messages are lost within the
network. Also, a queue is asciated with ead
procesr that can bufer messages which canna
be injeded into the network as a result of blocked
network inpus (see Figure 1). This way, no
messages are lost during a temporary network
overload. Furthermore, wormhole-routing
networks are asumed.

Wormhole-routing is a switching tedhnique
where a messge is divided into severa flow-
contral digits (flits) [10], which are the small est
unit of information transmitted between two
switches within a network at once The head of
ead message wnsists of one or more flits which
contain the destination (routing) information, the
last flit of eadh message @ntains an “End of
Message” indicaion.
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Figure 1: An 8x8 multistage cube network with
2x2 switch boxes; bold linesillustrate a
saturation tree under hot-spot traffic to output O

In Figure 2a), the achitedure of a BxB
wormhale routing switch box is exemplified by a
2x2 switch box This architedure will be referred
to in this paper as a regular wormhole-routing
switch box. It consists of a 2x2 crosdar and a
FIFO flit buffer (with alength of C flits) at eath
inpu to temporarily buffer flits that canna be
transferred throughthe switch due to busy output
links or a full buffer in the next switch box A
simple handshake protocol between two switch
boxes can be implemented with only a single bi-
diredional handshake line per switch box pat
[10]. During ead network cycle, a most one flit
can be transmitted over any network link.

For uniform traffic, eat procesor generates
uniform messages with afixed length of FU flits.
The destinations of these messages are uniformly
distributed. The traffic is charaderized by the
uniform traffic load A (0 < A < 1) that is defined
as the number of uniform flits produced by a
processor per network cycle.

If aset of procesors accesses a single shared
variable simultaneously, the processors belonging
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Figure 2: 2x2 (a) regular switch box, (b) switch propased in [11], and (c) our priority switch [9]

to the set send a messge (hot message) to the
memory module the variable resides in, which
results in a temporary hot-spot traffic pattern .
Becaise the processors in a MIMD system are
independent, they send their hot messages at
different times. One way to mode such hot
message generationis anormal distribution d hat
message generation ower time with a mean p and
a standard deviation o as proposed in [1]. It is
asaumed that ead ha message has a fixed length
of FH flits (FH < FU). Furthermore, it is
asaumed that while the hot-spot access is in
progress the processors perform a fast context
switch and continue to work on a different
program in the meantime. Thus, eat processor
generates uniform traffic with load A before and
after it emits a hot messge. This kind of
hot-spot scenario was chosen as one type of a
worst-case dynamic traffic pattern in multistage
interconredion retworks by many reseachers
(e.g., [1,9, 14]). The saturation treethat builds up
under hot-spot traffic to memory 0 is depicted in
Figure 1 by bold lines.

In many applicdions, a priori knowledge
abou ocaurrences of unsymmetricd data traffics
is avail able, so that eat processor of a paralée
computer can dstinguish different message
clases[14], e.g., through the use of an intelligent
compiler. Under hot-spot traffic scenarios, hot
messages and uniform messages (messages
belongngto the uniform badkgroundtraffic), can
be distinguished (and marked prior to entering the
network). To determine the performance of the
switch architedures under investigation, a third
class of messages will be mnsidered, the
uniform-hot messages . These ae messages that
belong to the uniform traffic dass but are
destined to the hot-spot.

3. Temporary Hot-Spot Traffic in
Networ ks with Regular Switches

1024x1024 multi stage aube networks constructed
from 2x2 regular wormhole-routing switch boxes
(Figure 28) are @mnsidered in this paper with a
buffer cgpacity of 200 flits per input buffer
(C=200). A temporary hot-spat traffic is assumed
with A=0.5, u1=4000, 0=50, FU=20, and FH=4.
Extensive simulations show that results and
conclusions drawn throughou this paper are valid
for different network and switch box sizes and
buffer and message lengths as well (the
simulation results are not shown due to space
limitation). The network was simulated with a
parallel network simulator [7] running on a
MasPar MP-1 SIMD computer with 16K nodes
[13]. All results were aeraged ower 10
independent simulation runs.

Figure 3 illustrates the temporary ha-spot
traffic efeds. When no tree is present, the
uniform message delay is approximately 160
cycles under that particular uniform traffic load.
The temporarily filled saturation tree buffers
during the hat-spot phase result in a delay
increase of the uniform messages of up to 1,000
network cycles under that scenario. After most of
the hot messges readed the hot destination (all
N ha messages have traversed the network at
cycle 8,900 as depicted in Figure 3a), the buffers
in the saturation tree start to empty so that the
average uniform message delay deaeases again
until the treehas completely vanished.

Considering Figure 3, two overlapping plreses
can be defined duing temporary hat-spot traffic
scenarios [5]: 1) the hot-spat phase , i.e., the time
interval of length T, from the injedtion of the first
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Figure 3: Delay of (a) hot and (b) uniform messages in a 1024 x1024 network with 2x2 regular wormhole-
routing switches with C=200 flits under hot-spot traffic with FU=20, FH=4, A=0.5, t=4000, and 0=50

hot message into the network until al hot
messages left the network (seeFigure 3a), and 2
the overload phase, i.e, the time interva of
length T, from the first detedion of the saturation
tree formation urtil the saturation tree has
vanished (seeFigure 3b).

4. Priority Switch Architectures

The switch architedures and priority medanisms
under investigation are introduced in this sdion.
A switch box architedure together with a
priority scheme that aleviates the impad of the
saturation tree on the uniform badground traffic
under hot-spat traffic was previously proposed in
[11]. The achitedure of that switch box is
depicted in Figure 2b). There ae two peraléd
inpu latches per input port and two queues per
output port, forming two virtual channels [2] per
switch pat. A flit arriving a an input port is
buffered in the U latch if it is destined to the
upper switch box output port, while it is buffered
inthe L latch if it is destined to the lower switch
box ouput port. Similarly, at an output port, aflit
is buffered in the U queue if it is destined to the
upper output port of the switch bax in the next
network stage, while it is buffered in the L queue
if it isdestined to the lower output port of the box
in the next stage. To implement badkpresaure,
two handshake lines per switch boax port are
needed. Compared to a regular switch box, this
architedure has a dupicaed internal data path
that results in a mnsiderable hardware overhead.
However, becaise of the dupicaed data path,
saturation tree éfeds can be dleviated under hot-

spot traffic scenarios, as was hown in [11].
While this architedure was proposed for padet
switching retworks, it can aso be used for
wormhadle routing networks without any changes
in the switch topdogy.

To incresse the network performance under
nonunform traffic patterns even further, a
priority scheme was propased in [11] as well. In
this priority scheme, messages destined to the hot
network ouput are asdgned a lower transfer
priority as compared to all other messages
buffered in an ouput queue. During a data
transfer between stages, a data abitration
mechanism seaches ead ouput queue for the
first message that is nat destined to the hot-spot.
This message is given priority over the messages
buffered in front of it and is transferred to the
next network stage. Under temporary hot-spot
traffic, the messages not destined to the hot-spot
are given transfer priority over all other messages
within aqueue, so that the uniform messages will
leave aqueue @ ealy as possible. However, the
hot messages will stay in the queues and will fill
those eventually. A substantial hardware
overheal is nealed to implement this priority
scheme becaise queues have to be seached and
messages have to be processd in non-FIFO
manner. To adapt their proposed priority scheme
to the traffic scenario asaumed here (hot
messages are marked), mecdhanisms proposed in
[11] to deted hot messages can be omitted here,
resulting in an even better mecdhanism
performance. The simulation study in [11]
showed that the enhanced switch box



architedure, together with the priority scheme
can effectively reduce the network performance
degradation uncer hot-spot traffic.

Ancther priority switch box architedure uncer
investigation was propaosed by the author in [9]
and is depicted in Figure 2¢). In this switch box
architedure, a hot flit latch is employed in
parall e to ead uriform queue & ead switch box
inpu port, forming two virtual channels [2]. In
the hat latches, only ha flits are stored. Uniform
flits will be buffered in the uniform queues
exclusively. Hot and uniform flits travel on the
same inter-stage and crosdar links. During any
network cycle, at most two flits are routed over
the qosdar (at most one from the upper inpu
port and at most one from the lower input port). It
is asaumed here that two separate bi-dirediond
handshake lines per switch bax port for hot and
uniform flits are utilized (similar to the switch
box poposedin [11]).

In this switch architedure, two bufers, i.e,
the uniform queue ad the hot latch, are
competing for one crosshar inpu link (seeFigure
2c). An alternating transfer priority mechanism,
propased in [9] determines in ead network cycle,
which bufer will transfer aflit over the cossar
link. Hot flits buffered in the hot latch at a switch
box input port are given priority over the uniform
flitsin the related uriform queue only if a least K
(0 £ K < o) uniform flits were transferred
following the transfer of the last hot flit. If only
flitsin ore of the queues are present, then those
flits are transferred, independent of K. This
scheme can be implemented by employing an
additiona K-courter at ead switch box inpu
port. In the cae of K=0, hat flits have priority
over uniform flits (a hot flit will be served
immediately, while a uniform flit will only be
transferred if no hot flits are present). If K is
chosen to be very large, uniform flits have
priority over hot flits (a uniform flit will be
served immediately, while a hot flit will only be
transferred if no uniform flits are present). In all
other cases, the mechanism ensures that a cetain
fradion d the link bandwidth is reserved for hat
and uriform flits respedively.

5. Performance Comparison

The performance of the following priority switch
architedures and mechanisms under temporary
hot-spot traffic scenarios are compared in this
sedion: networks with (1) the switch proposed in

[11] (Figure 2b) withou their proposed priority
medanism (PL), (2) the switch propased in [11]
(Figure 2b) including their propased priority
mechanism (PLP), (3) a regular wormhole-
routing switch (Figure 2a) (regular), (4) aregular
wormhade-routing switch (Figure 2a) with Peir
and Leés priority scheme (RP), and (5) our
priority switch (Figure 2c) with the priority
parameter K=2 (K2). K=2 was chosen as a
compromise between ha-spot phase and overload
phase lengths; it results in a relatively short
overload phese aad a medium-length ha-spot
phase [9]. To have afair comparison, al switch
architedures doud have rougHy the same
hardware requirements. Therefore, the buffer size
in the regular, the K2, and the RP switches is st
to 20 flits, while the buffer sizein the PL and
PLP switchesis st to 100 flits (because there ae
two pardlel buffers per switch output port).
However, recdl that the PL and PLP switches
still need a duplicated internal data path that is
not present in the priority or regular switches.

In Figures 4 and 5 the performance of the
different networks is shown. All four enhanced
designs are &le to aleviate the performance
degradation (lower message delay and shorter
overload phese) as compared to the regular
switch bax case. Thisis traded off with a longer
hot-spot phase length. The PL and PLP networks
work only for loads of A <0.5. At higher loads
the network becmes overloaded even under pure
uniform traffic. This is due to the shorter buffers
in these switches. Thus, when employing
wormhole-routing, the switch baox architedure
proposed in [11] might result in a degraded
performance under uniform traffic which is not
desirable (to avoid the performance degradation,
larger buffers have to be used within the switch).
Nevertheless the PL and PLP networks are &le
to aleviate the performance degradation und
nonunform traffic substantially.

Our K2 network works in the full traffic load
range depicted and performs the best (shortest
overload phese, and lowest message delays),
while the length o the hot-spot phase is only
moderately increased as compared to al other
networks. The RP network can aso effedively
dleviate the performance degradation. It
performs almost as goad as our K2 network when
the overload phese length, and the message
delays are mnsidered. However, in the PL, PLP,
and RP networks, the hot-spat phase is much
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Figure 4: (a) Hot-spot phase and (b) overload phase length in 21024 x1024 network with 2x2 regular, PL,
PLP, K2, and RP switches with C=200 flits under hot-spot traffic with FU=20, FH=4, u=4000, and =50
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Figure 5: Overload phase delay of (a) uniform and (b) uniform-hot messages in a 1024x1024 network with
2x2 regular, PL, PLP, K2, and RP switches with C=200 flits under hot-spot traffic with FU=20, FH=4,

U=4000, and =50

longer than in our K2 network, especialy for
higher traffic loads. The priority mechanism
proposed in [11] implemented in regular
wormhole-routing networks is quite effective in
dleviating performance degradation due to
temporary  saturation trees. However, a
substantial hardware overhead is needed to
implement this priority scheme. In contrast, our
K2 switch architecture is able to further aleviate
the performance degradation while consuming
less hardware. Furthermore, one has to keep in
mind that the performance behavior cannot be
changed in the PL, PLP, and RP networks, but
can be controlled in our priority network by
changing the parameter K. For example, the

overload phase length a A=0.6 can be further
reduced by increasing K that will still result in a
smaller hot-spot phase length than in the PL,
PLP, or RP networks[9].

6. Conclusion

This paper compared the performance of different
enhanced switch box architectures and priority
mechanisms under temporary nonuniform traffic
patterns. An enhanced switch architecture and a
priority mechanism previously proposed in the
literature was compared to a switch architecture
recently proposed by the author. It was shown
that the previously proposed switch architecture
suffers from the fact that a duplicated interna



data path is needed, resulting in smaller buffer
sizes as compared to the other switch designs
(with comparable hardware requirements). It was
also shown that the previously propased priority
medhanism implemented in reguar wormhole-
routing switches is quite dfedive in aleviating
the performance degradation. It was furthermore
shown that our architedure is most effedive in
dleviating the performance degradation on the
uniform badkground traffic and the overload
phase under temporary hat-spat traffic scenarios,
while the hot-spat phase is only moderately
incressed as compared to al other medanisms
under investigation. This architedure is able to
reduce the network overload phese length by up
to 9%, and uniform and uniform-hat message
delays by up to 63%.
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