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A B S T R A C T  
Broadcast algorithms for wormhole--switched meshes have been 
widely reported in the literature. However, most o f  these 
algorithms handle broadcast in a sequential manner and do not 
scale well with the network size. As a consequence, many parallel 
applications cannot be efficiently supported using existing 
algorithms. Motivated by these observations, this paper presents a 
new broadcast algorithm based on our previously proposed Coded 
Path Routing (or CPR for short) [I].  The main feature o f  the 
proposed algorithm lies in its ability to perform broadcast 
operations with a high degree o f  parallelism. Furthermore, its 
performance is insensitive to the network size, i.e., only two 
message-passing steps are required to implement a broadcast 
operation irrespective o f  the network size. Results from a 
comparative analysis reveal that the new algorithm exhibits 
superior performance characteristics over those o f  the well-known 
Recursive Doubling, Extending Dominating Node and Network 
Partitioning algorithms. 
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1. I N T R O D U C T I O N  

Maximising the performance of  parallel systems requires 
matching message-passing algorithms and application 
characteristics with a suitable underling interconnection network. 
The mesh has been one of  the most popular interconnection 
networks for multicomputers due to its desirable properties, such 
as ease o f  implementation, recursive structure, and ability to 
exploit communication locality found in many parallel application 
to reduce message latency. 
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The M-machine, J-Machine, and iWarp are examples o f  practical 
systems that are based on the mesh topology. 

Collective communication such as broadcast which refers to 
the delivery o f  the same message originating from a given source 
to all network nodes, is important in many real-world parallel 
applications found in the areas o f  Science and Engineering [2, 1 l]. 
For instance, broadcast communication is often needed in 
scientific computations to distribute large data arrays over system 
nodes in order, for example, to perform various data manipulation 
operations. Furthermore, it is required in control operations such 
as global synchronisation and to signal changes in network 
conditions, e.g., faults. In the distributed shared-memory 
paradigm, broadcast communication is often used to support 
shared data invalidation and updating procedures required for 
cache coherence protocols [3]. 

Several broadcast algorithms have been proposed in the 
literature for the wormhole-switehed mesh [2, 7, 8, 9, 10]. These 
algorithms try to minimise the broadcast latency by reducing the 
number o f  message-passing steps, i.e. the number o f  exchanges, 
required to perform a broadcast operation. However, most o f  these 
algorithms do not scale well with the system size as they suffer 
from the degrading effects o f  the start-up latency, the required 
time to handle a broadcast message at both the source and 
destination nodes [3], especially when the network size is large. 
This is because the number o f  message-passing steps that is 
required to complete a broadcast operation usually depends on the 
network size. In the message-passing step, the communication 
latency is dominated by the start-up latency [7]. Therefore, 
scalable and highly parallel broadcast algorithms should have 
minimum message-passing steps to minimise the degrading 
effects of  the start-up latency on network performance. 

This paper uses the Coded Path Routing (or CPR for short) 
that has been proposed in [I]  as a new approach for designing 
efficient broadcast algorithms for the mesh. A unique feature of  
the CPR is that a message with a single address can be delivered 
to an arbitrary number of  destinations with single start-up latency 
only. Specifically, the CPR is used to devise a new broadcast 
algorithm for the multiple-port 2-dimensional mesh. Owing to the 
properties o f  the CPR, the proposed algorithm requires only two 
message-passing steps to implement a broadcast operation, 
irrespective o f  the system size. Results from analytical and 
simulation studies presented below reveal that the new algorithm 
exhibits superior performance characteristics over the well-known 
Recursive Doubling, Extending Dominating Node and Network 
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Partitioning algorithms proposed in [2], [9] and [8], respectively. 
Most existing algorithms [2, 8, 9, 10, 11] require a number of  
message-passing steps that is proportional to the network size and 
implement broadcast operations in a highly sequential manner, i.e. 
most nodes in the network receive the broadcast message 
sequentially. There has been hardly any attempt to provide 
broadcast algorithms with a high degree of  scalability and 
parallelism. In an effort to address these shortcomings, this paper 
presents an efficient broadcast algorithm, which overcomes the 
limitations of  the existing algorithms. The remainder of  this paper 
is organised as follows. Section 2 introduces the CPR. Section 3 is 
devoted to the system model. Section 4 presents the new 
broadcast algorithm for the mesh. Section 5 compares the 
performance of  the proposed algorithm to the Recursive 
Doubling, Extending Dominating Node algorithms and Network 
Partitioning algorithms. Finally, Section 6 concludes this study. 

2. CODED PATH ROUTING (CPR) 

This section describes briefly the Coded Path Routing (CPR) 
approach that can reduce the overhead due to the start-up latency 
and the effects of  the network s ize-on the performance of  
collective communication. The CPR exploits the main features of  
wormhole switching, such as few buffer requirements and 
distance insensitivity, to overcome the limitations of  the existing 
approaches, and to efficiently support collective communications. 
In the CPR, the header flit has two bits that form the control field. 
The two bits indicate to a router which action to take, e.g., pass or 
receive, upon the reception of a message. 

Procedure Control Field (message, operation) 
Begin 

receive the second fleid o f  the message; 
if(current router is not the addressed router) then 

i f  (control f ield =10) then pass the message to the next router; 
else 
i f  (con~rol f ield =01) then receive the message; 
else 
i f  (eontrol f ield = 11 ) then 
{ 
receive the message; pass the message to the next router ; 
) 

else receive the message; 

End 

Figure 1. The "Control Field" algorithm used in the CPIL 

Figure 1 describes the "Control Field" algorithm that the 
router use to either interpret or modify the control field. In fact, 
the two bits of  the control field have originally been specified in 
order to enable the CPR to be used in different systems, such as 
those using one-port or multiple port muter models, and also to 
support different types of  collective communication operations, 
including broadcast and multicast. However, to illustrate the 
advantages of the CPR, we will focus our discussion in the present 
study on the use of  the CPR for the development of  broadcast 
algorithms; we plan to extend in the future the application of  the 
CPR to multicast communication. As in the path-based algorithms 
of [12], which use the multidestination approach, it is assumed 
that a router in the CPR can simultaneously receive a message and 

passes a copy to the next router. Due to space limitation, we refer 
the reader to [1] for more detail on the CPR. 

3. THE SYSTEM MODEL 

A 2-dimensional mesh has N = N z x Ny  nodes, arranged in the 

two dimensions X, and Yrespectively, with N x and Ny being the 

number of  nodes in the two dimensions. A node is identified by a 
two co-ordinate vector (x, y , ) ,  0 <_ x < N x - 1, 0 < y < IVy - 1. 

The mesh topology is asymmetric due to the absence of  the wrap- 
around connections along each dimension. Therefore, nodes may 
not be connected to the same number of  neighbours; those at the 
corners, edges, and middle of  the network have 2, 3 and 4 
neighbours respectively. There are four corners in the mesh are 
located at the following addresses: (N  x - 1 , N y - 1 ) ,  (71 x -1 ,0) ,  

( 0 , N y - 1 ) ,  (0 ,0) .  The discussion can be easily extended to 

nodes situated at the comers and edges. A node consists of  a 
processing element (PE) and router. The PE contains a processor 
and some local memory. A node uses four input and four output 
channels to connect to its neighbouring nodes; two in a 
dimension, one for each direction. There are also local channels 
used by the PE to inject/eject messages to/from the network, 
respectively. Messages generated by the PE are injected into the 
network through the injection channel. Messages at the 
destination node are transferred to the PE through the ejection 
channel. Similar to the previous studies of  [8, 9], this study 
considers the multiple-port muter model where multiple copies o f  
the broadcast message can be injected into the network through 
different output channels concurrently. Furthermore, multiple 
broadcast messages can be transferred to the local PE. 

4. THE NEW BROADCAST ALGORITHM 

This section introduces the Parallel Coded Path (PCP for 
short) broadcast algorithm for multiple-port 2D mesh based on the 
CPR approach. A filll description of  the PeP  algorithm is 
provided in Figure 2. For clarity, Figure 3 describes the operations 
of the proposed algorithm. The PCP algorithm exploits the 
features of  the CPR to implement broadcast operations in two 
message-passing steps, thus considerably reducing the effects o f  
the start-up latency. Examining Figures 2 and 3 shows that the 
PCP algorithm can achieve a high degree of parallelism during the 
propagation of  the broadcast message from one router to the next. 
This has the net effect of  greatly reducing the overall time 
required to complete a broadcast operation. Figure 3 illustrates 
two possible cases in which two source locations in a lOx8 mesh 
network. For each case, the PCP can be implemented with only 
two message-passing steps. 

Algorithm: Broadcast in multiple-port 2-D Mesh. 
/*Input:  219 mesh (N x x N y ) , source node (S~,Sy) ,  node 

( x , y  ) and ( M: Message */ 

/* Output: All nodes receive a copy e l M  */ 

I n i t i a l i z e  the  z e t x  Suppe r = ~ ,S lowe r = ¢ ,Sr ight  = ~ , S l e  f l  = ~ ; 

Let Scorners includes the four  corner nodes in the mesh 

Supre r = {(x, y),O < x < Nx ,  Ny  [ 2 < y < Ny  }, 

~lower -~ [(~, y),O --.< X </V x ,0 K: y < S y  / 2} 
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Sriuh t = {(x, y) ,  N x / 2  < x < N x,O < y < N y  } 

,St~ft = {(x,y),0 < x < N x / 2 , 0  < y < Ny} 

control field--O0; 

i f  ( S x , S y )  • Scorner s 
( 

select two sides A and B := select(sidel, side2, side3, 
side4); 

V(x, y) ~ A and V(x,  y)  e B in parallel do 

{ 
i f  ( x , y )  • ,4 ( Control f leld:=l 1; receive M; pass M to A; 

else 
control f ie ld : = 1 O; 

while (x, y) ~ Scorner s 

{send M to the nearest corner;}; control f ie ld =11; receive 
M; pass M to B; . 

select two sets S 1 , S 2 := select 

( S~,per, Slowo, S,~ght, StaSh) ; 
V(x, y )  e / 1  and V(x, y)  • B in parallel do 

control field : = 11; 
W(x,y)  • S 1 and V ( x , y )  • S 2 

receive M; pass M in S t , S2}  

else( 
control field: = 1 O; 

select two corners C 1 ,C 2 ; select two sides tl and B; 

V C 1 and C 2 in parallel do 

send M to C 1 and C 2 :" 

select two s e t s  S I , S 2 ; 

V(X, y)  • A and V(x, y)  • B in parallel do { 

control f ield :=11;  
V ( x , y )  • S I and ',7'(x, y )  • S 2 

receive M; pass M in S t , S 2 } 

) 

end. 

Figure 2. A descr ip t ion  of the p r o p o s e d  PCP  broadcast 
algorithm in the multiple-port 2-D mesh. 

Theorem I: The PCP broadcast algorithm in the 2D multiple-port 
mesh can be implemented in only two message-passing steps f rom 
any arbitrary source node, irrespective o f  the network size. 

Proof." Consider the 2D mesh, with N = N x ~, Ny  nodes, and 

choose an arbitrary node as a source node ( Sx ,Sy )  . According to 

the rules of  the algorithm, depicted in Figs. 3.a and 3.b, 
respectively, the network is divided into four main sets: 

(Supper, S to,~r , S ,~ht , S t y ) ,  where 

Suppe r = {(X,y),0 _< X < Nx,  N.v 12 :~ y < Ny} 

Sto~r = {(x, y),  0 < x < N x , 0 < y < Ny / 2},  

Ste.~ = {(x,y),O< x <N x/2,0~y<Ny} 

S~ght = {(x,y), Nx/2 < x < N~, 0 ,~ y < Ny }. 

Based on the location of the source node, two sets of the 
nodes, row partitioning set and column partitioning set, can be 
considered simultaneously during broadcasting. Without loss of 
generality, let the source location (Sx, Sy) be as shown in Figure 

3.c and Figure 3.d. The message is sent first to the nearest side of 
the mesh using any base routing, e.g. the dimension ordered 
routing, during the first message-passing step. Simultaneously, the 
opposite side sends a copy of the message exploiting the multiple 
port facility of the system. Each intermediate node receives and 
concurrently passes the message to the next node along the path as 
shown in Figures 3.c and 3.f..For each chosen side, when all the 
nodes have completely received the message, they concurrently 
send it to the rest nodes of their partition making the second 
message-passing step.U 

Theorem 2: The PCP algorithm is deadlock free in the mesh. 

Proof." W e  need to show that no cycle can occur during a 
message-passing step [2]. Let ( S x , S y )  be the source node 

initiating the broadcast  operation. The target system can be 
divided into four main areas. 

The first area Ax, y ,  where 0 ~ x < N x and 

y • {0,Ny } includes the nodes o f  the two vertical sides of  the 

system whereas the area Bjt,y, where x • {0, Px } and 0 <_ y < Ny  

represents the two horizontal sides. Based on the rules o f  our 
algorithm and examining Figures 3.c and 3.d, which provide a 
description o f  the P I P  algorithm, we show that the message can 
reach each area via either X or Y dimension, respectively. When 

the message reaches the third and fourth areas, Cx,y and Dz,y  , 

respectively, which o f  each equals to 

~ N / 2 - A x , y  i f t heAx ,y  hasbeen  selected 

Cx'y 'Dx'y --- ~ ( N J 2 - B x , y  if the Bx,y hasbeen  selected 

In the second message-passing step, similar arguments can be 
used to show that there is no overlapping of  the message paths can 
occur while broadcasting as illustrated in Figures 3.e and 3.f, 
respectively, q 

5. P E R F O R M A N C E  R E S U L T S  

We define the communication latency for a broadcast  
operation as the time when a broadcast  message is injected imo 
the network until the last node in the network receives the 
message. Let  us now compare the performance o f  the proposed 
PCP algorithm to the well-known Recursive Doubling [2], 
Extended Dominat ing Node [9] and Network Partitioning 
algorithms [8] in terms o f  scalability, i.e. the number o f  message 
passing steps required to implement broadcast  operation in 
different network sizes. We will use the short abbreviation PCP, 
RD, EDN and NP-D to refer to the four algorithms, respectively. 
Firstly, we will  compare these broadcast algorithms in terms o f  
the number of  message-passing steps required. We then present 
results from simulation experiments to study the dynamic 
behaviour o f  the PCP under different traffic conditions. The RD 
was originally proposed by Barnett et al [2]. 
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partition case, (c), (e) the two steps in the horizontal partitioning ca~e and (d), (1) the two steps in the vertical partitioning case. 

This algorithm requires L o g 2 N  steps for broadcasting in 2D 

mesh. In this algorithm, each node holding a copy of the message 
is responsible for a partition of a row or column, which will be 
then divided in half. In each half, a node sends a copy of the 
message to the node in the other half that occupies the same 
relative position. The EDN was proposed by Tsai and McKinley 
[9]. The authors in [9] have shown that the number of message- 

passing steps required in a network size of (2 I' x2/ ')  is k + l .  

The EDN scheme is based on the concept of dominating sets of 
Graph Theory. In [8], the NP-D has been proposed to achieve 
more parallelism during broadcast operation. The broadcast 
algorithm works in three stages. First, the main network is divided 
into sub-networks and the source node divides the message M 
broadcast into sub-messages h; a leader node is chosen for each 
sub-network. Second, the leader nodes perform a broadcast 
operation concurrently. Third, the sub-networks collect sub- 
messages M o , M  I ..... , M k _  I from the nodes that have received 

sub-messages in the second stage and combine them into the main 
message M [ 10]. 

However, the NP-D does not rain|raise the message-passing 
steps required to perform broadcast operation in that it requires 

k + 2  in order to perform a broadcast operation in the (2 k ×2 k) 

mesh [10]. Figure 4 plots the number of message-passing steps 
required for a broadcast operation by the four algorithms in the 

(2 k x 2 ~) mesh. For the sake of illustration, the network size was 
varied from 64 to 20376 nodes. The results reveal that while the 
number of steps required by the EDN, RD and NP-D algorithms 
increases with the system size, that required by the PCP is fixed 
(only two) regardless of the network size. 
Having examined the improvement in broadcast achieved by the 
PCP in the terms of the number of message-passing steps 
required, in what follows we conduct a performance comparison 

of the PCP and RD under dynamic situations using simulation 
experiments. We have decided to exclude the EDN and NP-DA 
algorithms from the comparison because the RD is much more 
abJe to take advantage of the pipelining effect of wormhole 
routing to avoid channel contention among messages [9]. It is 
worth mentioning that the values of the communication latency 
parameters are consistent with the Cray T3D (channel rate was set 
at p ---0.0033/~ and a = 0.75/is ) [9]. 

Figure 5 plots the communication latency versus different 
network sizes with 100 flits for the message length. The results 
from the figure show that the advantage of our algorithm is 
significant as it requires a fixed number of message-passing steps 
in the all network sizes and it is able to fully utilise the multiple- 
port facility of the system. In contrast, Figure 5 confirms the fact 
that the RD performance is highly dependent on the network size. 
In Figure 6, we have examined the performance of the CPR and 
the RD using two network sizes N = 4 x 4 and 8 x 8. The message 
length was varied from 30 to 210 flits and the parameters of the 
communication latency were set in a way to be consistent with the 
Cray T3D [1]. 

The figure reveals that there is a slight difference in the 
achieved performance of the PCP in the two network sizes. This is 
because in the PCP, when the network size increases, only the 
distance (i.e., the number of nodes) traversed by the message 
increases while there is no increase in the number of message- 
passing steps required to complete the broadcast operation. 
Taking the advantage of wormhole distance insensitivity, the PCP 
algorithm has also become insensitive to the network size. 
However, turning to the l i d  shows the high effect of network size 
on the algorithm performance. If we increase the network size to 
8 x 8, the advantage of the CPR becomes more noticeable. This is 

due to the fact that the RD, l ike most of existing algorithms, is 
highly sensitive to the message length. It is negatively affected by 
the increase in both the number of the message-passing steps, 
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required to meet the increase in the network size, and the increase 
in the message length. 

6. C O N C L U S I O N  

There has been hardly any attempt to provide broadcast 
algorithms wit h high scalability and parallelism. In an effort to fill 
this gap, this paper has presented a new efficient algorithm. The 
proposed algorithm has the main advantage of exhibiting a high 
degree of  parallelism and requiring a fixed number of  message- 
passing steps irrespective of  the network size. Furthermore, a 
performance analysis has revealed that the proposed algorithm has 
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superior latency characteristics the existing Recursive Doubling, 
Extending Dominating Nodes and Network Partitioning 
algorithms. The next step in our work is to devise new multicast 
algorithms using the CPR and compare their performance with 
existing algorithms. Another possible line for future research is to 
extend the CPR to support collective communication in other 
common multicomputer networks, such as the toms and 
hypercube. 
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