Term Project:

Reinforcement learning applied to
Othello




Othello




What is reinforcement learning?
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Contrast to Conventional Strategies

O




Temporal Difference Learning
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N is the number of input nodes.

H is the number of hidden nodes.

f() is our non-linear function.

Hidden layer




Temporal Difference Learning
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t is time (in our case move number).

T is the final time (total number of moves).

Y; is the evaluation of the board at time ¢ when ¢ # T'.
Y7 is the true reward (i.e. win, loss or draw).

« 1is the learning rate.

VY5 is the partial derivative of the weights with respect to the output.

dp 1is the temporal difference.



Key Observation




Temporal Difference Learning
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Disadvantage
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Player Handling
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Training Data
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Opponent
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Database Training
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Self-play
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Two Ply Opponent
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Board inversion should definitely be used

Initially, at least self-play is poor

Database play significantly improves network
Asymmetric self-play is far superior to standard self-
play

Playing a fixed opponent may be best

Future Work

Add in additional feature detectors
Investigate more advanced depth play



