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Surveys progress in last decade
Suggests improvements

Formalizes key game properties
Develops a TD-learning game system



Why board games?
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What Is reinforcement learning?
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Conventional Strategies
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Temporal Difference Learning
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N is the number of input nodes.

H is the number of hidden nodes.

f() is our non-linear function.

Hidden layer




Temporal Difference Learning
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t is time (in our case move number).

T is the final time (total number of moves).

Y; is the evaluation of the board at time ¢ when ¢ # T'.
Y7 is the true reward (i.e. win, loss or draw).

« 1is the learning rate.

VY5 is the partial derivative of the weights with respect to the output.

dp 1is the temporal difference.



Disadvantage
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TD Algorithm Variants
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Current State
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Important Game Properties
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Importance of State space complexity
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Training Data
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Improvement: General
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Improvement: Neural Network
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Improvement: Self-play
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Evaluation
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Random Initializations
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100's of training games




Inverted Board
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100's of training games




Random Move Selection
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100's of training games




Reversed Color Evaluation
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100's of training games




Batch Learning
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100's of training games




Repetitive learning
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100's of training games




Informed Final Board Evaluation
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100's of training games




Inverted boards and reverse color evaluation
Initialization is important
Biased randomization technigues

Batch learning has promise
Informed final board evaluation is important



