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Abstract
The Linguistic Data Consortium (LDC) has created various annotated linguistic data for a variety of common task evaluation programs
and projects to create shared linguistic resources. The majority of these annotated linguistic data were created with highly customized
annotation tools developed at LDC. The Annotation Graph Toolkit (AGTK) has been used as a primary infrastructure for annotation tool
development at LDC in recent years. Thanks to the direct feedback from annotation task designers and annotators in-house, annotation
tool development at LDC has entered a new, more mature and productive phase. This paper describes recent additions to LDC’s anno-
tation tools that are newly developed or significantly improved since our last report at the Fourth International Conference on Language
Resource and Evaluation Conference in 2004. These tools are either directly based on AGTK or share a common philosophy with other
AGTK tools.

1. Introduction
The Linguistic Data Consortium (LDC) has created an-
notated linguistic data for various common task evalua-
tion programs as well as for projects to created shared
language resources, including DARPA TIDES (Translin-
gual Information Detection, Extraction and Summariza-
tion)1, DARPA EARS (Effective, Affordable, Reusable
Speech-to-Text)2, DARPA GALE (Global Autonomous
Language Exploitation)3, ACE (Automatic Content Extrac-
tion)4 and LCTL (Less Commonly Taught Languages)5.
These projects required annotation tools that were highly
customized for the specific and evolving annotation speci-
fications, and for the maximum efficiency of the manual an-
notation process. The software developers at LDC have cre-
ated annotation tools using a common infrastructure, and a
common philosophy.

2. History of Annotation Tool Development
at LDC

2.1. Annotation tool development in mid to late
1990’s at LDC

In the mid to late 1990’s, LDC added the creation and
distribution of annotated linguistic data to its primary
goals. Early annotation tools created at LDC utilized
existing software tools, such as the GNU Emacs/Mule
multilingual editor and the Entropic ESPS/Waves tools.
The Emacs/Mule editor was highly configurable, and al-
lowed customized key-bindings, macros and other func-
tionalities via its Emacs Lisp programming interface. The
ESPS/Waves toolkit had an interprocess communication
capability, which was useful in annotation tools. Also used
during this time period was the Tcl/Tk scripting language,

1http://projects.ldc.upenn.edu/TIDES
2http://projects.ldc.upenn.edu/EARS
3http://projects.ldc.upenn.edu/gale
4http://projects.ldc.upenn.edu/ACE
5http://projects.ldc.upenn.edu/LCTL

which allowed the rapid prototyping of annotation tools that
required graphical user interfaces.

2.2. The Annotation Graph Toolkit (AGTK)
In the early 2000’s, the Annotation Graph Toolkit (AGTK)
was created. The main component of AGTK is the AG Li-
brary, which implements the Annotation Graph model pro-
posed by Bird and Liberman Bird and Liberman (2001).
The AG File I/O modules allowed the import and export of
various file format used for storing linguistic annotations.
AGTK has become a primary infrastructure for annotation
tool development at LDC (Maeda and Strassel, 2004; Bird
et al., 2002; Maeda et al., 2002).

2.3. A new phase in annotation tool development at
LDC

The past few years has been a very busy, yet productive
time period for the tool developers at LDC. During this
time period, we have created various annotation tools on
very tight time lines in order to support annotation projects
which have newly defined and/or highly evolving annota-
tion specifications. At the same time, this was a very valu-
able time period, with direct feedback from both the anno-
tation task designers and the annotators. We have learned
what factors are important in the annotation tool design and
development processes. We have learned what issues still
remain to be resolved or improved.
In the rest of the paper, we will introduce the annotation
tools that have been developed at LDC in the recent years,
and will discuss the philosophy behind the design and im-
plementation of these tools and the lessons we have learned.

3. XTrans Transcription and Speech
Annotation Toolkit

3.1. Overview
To support the demand for rapid, efficient and consistent
transcription, LDC has created a next-generation speech an-
notation tool, XTrans, to directly support a full range of

1570



speech annotation tasks including quick-, careful- and rich-
transcription of broadcasts, telephone calls and meetings.

3.2. Virtual Speaker Channel
LDC has typically used Transcriber (Barras et al., 2001)
for broadcast news transcription tasks, and MultiTrans for
telephone speech conversation transcription tasks. Another
kind of recordings LDC has started to transcribe in recent
years is meeting recordings, which typically involve multi-
channel sound files or multiple single-channel sound files
covering the same meeting. In the past, we transcribed
each channel individually using MultiTrans, and combined
the completed transcripts afterwards; while this approach
works in many cases, it has some shortcomings.
Meeting recordings are typically performed with multiple
microphones. Sometimes, lapel microphones and headset-
mounted microphones are used to record each speaker in-
dependently; sometimes, one microphone is used to record
multiple speakers. Unlike conversational telephone speech
recordings, in which two speakers are recorded in sepa-
rate channels, speakers are not always separated in meeting
recordings. Most existing transcription tools are not well-
suited for the transcription of recordings in which multiple
speakers are recorded in one channel; speech from multiple
speakers may overlap within one channel, as the following
example illustrates.

A: I think it is a good idea
B: Right. I mean..

In order to address this issue, the XTrans transcription tool
uses the concept of virtual speaker channels (VSCs). Each
VSC corresponds to one speaker, rather than any partic-
ular channel in a sound file. One VSC may be used for
background noises. Multiple VSCs may be assigned to one
channel in a sound file when there are multiple speakers
recorded in the channel. One VSC may be assigned to mul-
tiple channels in a single sound file or multiple sound files.

3.3. Bidirectional Text
Another common shortcoming of the existing transcribing
tools is the support for bidirectional (bidi) text, such as Ara-
bic, Farsi, Urdu and Hebrew. Both Transcriber and Multi-
Trans use the Tk GUI (Graphical User Interface) toolkit,
which does not provide complete support for bidi render-
ing. Even though there are ways to work around this issue,
for our purposes, we preferred to use a GUI toolkit that pro-
vided complete support for bidi rendering. We have tested
both the Gtk+ GUI toolkit and the Qt GUI toolkit, and have
chosen Qt as the GUI toolkit for XTrans.

3.4. Speech Annotation
Another goal of this new tool was to incorporate speech
annotation functionalities into the transcribing tool. The
MDE (Metadata Extraction) annotation tool allowed an-
notation of disfluencies, fillers, discourse markers and se-
mantic units on existing transcripts (Maeda and Strassel,
2004). Adding this functionality to the transcription tool
allows these annotations to be created while the transcriber
is transcribing the speech, facilitating an efficient transcrip-
tion and annotation workflow.

3.5. QWave Waveform Display Module
For the XTrans tool, we have developed a sound wave-
form display module named QWave, which is based on
the Qt GUI toolkit. In most of our past speech annotation
tools, we have utilized the Snack sound library (Sjölander,
2000) and the WaveSurfer module (Sjölander and Beskow,
2000), which are based on the Tk GUI toolkit. Snack and
WaveSurfer provide excellent sound handling and display-
ing capabilities, with additional attractive features, such as
the spectrogram display. However, since the text display
module of XTrans is based on the Qt GUI toolkit, these
Tk-based components do not fit well within XTrans. The
QWave module is optimized for fast display and playback
of any portions of single-channel and multi-channel sound
files. If more sophisticated sound handling capabilities,
such as a pitch track display, are required for annotation
purposes, we plan to use Snack and WaveSurfer as external
modules, and have the XTrans tool communicate with them
via an interprocess communication method.

3.6. XTrans
Figure 1 shows a screen shot of the XTrans tool. XTrans is
currently used for all in-house transcription tasks, including
the GALE rich transcription task, the Mixer6 transcription
task and a meeting speech transcription task at LDC.

4. ACE 2005 Annotation Tool
4.1. ACE 2005 Annotation Tool
LDC has used an AGTK-based annotation tool for creat-
ing the training and evaluation data for the ACE program
for the past three years. For the ACE 2005 evaluation pro-
gram, major improvements were added to the ACE anno-
tation tool. These include an event annotation interface, an
xml-based configuration system for the annotation type and
subtype inventory, and a decision point based adjudication
wizard to facilitate efficient adjudication of dual annotation.
Figure 2 shows a screen shot of the ACE 2005 annotation
tool, in the adjudication mode.

Figure 2: ACE 2005 Annotation Tool

6http://mixer.ldc.upenn.edu
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Figure 1: XTrans Transcription and Speech Annotation Tool

4.2. Adjudication Wizard
One of the most important requirements for the ACE 2005
annotation effort was to create a large amount of adjudi-
cated annotation. This means, for each file, two annotators
perform independent first-pass annotation, and a senior an-
notator adjudicates the differences in the two first-pass an-
notation files in order to create high-quality annotated data.
A smaller amount of adjudication was also performed in
the ACE 2004 annotation effort; however, adjudication was
performed on all of the data in ACE 2005. The ACE 2005
annotation tool included an adjudication wizard for “deci-
sion point” based adjudication allowing a very efficient and
intuitive adjudication process (Medero et al., 2006).

5. TDT5, HARD2004 and GALE Distillation
Toolkits

The tool developers at LDC created annotation tools for
the fifth phase of the Topic Detection and Tracking (TDT)
project, and the High Accuracy Retrieval from Documents
(HARD) project in 2004. These tools used the same devel-
opment infrastructure as the other annotation tools; how-
ever, unlike the other tools, the TDT5 and HARD2004 an-
notation tools used the MySQL open source database, and
a search engine developed at LDC. In 2006, a similarly de-
signed tool for the GALE Distillation annotation task is
being developed. These tools do not use the AG library;
however, they are prime examples of integrating database
technologies into annotation tools.

6. Simple NET Annotation Tool for LoDL
and LCTL:

The SimpleNET named entity annotation tool is an appli-
cation that was initially developed for the DARPA TIDES

Surprise Language exercise. The primary focus of this tool
is to maximize the usability for annotators without requir-
ing extensive training. Most of the annotators for the Sur-
prise Language exercise were native speakers of the lan-
guages who are not necessarily computer experts or lan-
guage experts. The operation of the tool was very simple.
Tokenization is performed prior to annotation, and annota-
tors simply need to mark an extent with the mouse or the
keyboard, and select a type of the named entity, such as
organization, person, location, time/date and title/role.
Despite the short amount of time spent of the development
of this tool, SimpleNET continued to be used for the anno-
tation tasks for subsequent large scale annotation projects
for the Low Density Language (LoDL) program and the
Less Commonly Taught Languages (LCTL) program. The
languages annotated with this tool include Cebuano, Hindi,
Tigrigna, Urdu, Uzbek, Thai, Hungarian, Bengali, Punjabi,
Tamil and Yoruba. Figure 3 shows a screen shot of the sim-
pleNET annotation tool with Tigrigna text.
The ACE annotation tool and the SimpleNET annotation
tool are at the opposite ends of the spectrum. The ACE
annotation tool is able to handle very complex annotation
specifications, and was designed to be very flexible. The
SimpleNET annotation tool was designed for one specific
purpose. However, both tools turned out to be useful —
this suggests that having the right tool is more important
than having the most sophisticated tool.

7. Future Plans
One of our most important future plans is to maximize the
usability of these tools for the users outside of LDC. This
not only includes the enhancement of tool usabilities, but
also includes the ease of installation on various platforms.
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Figure 3: SimpleNET

Well-written user manuals and installation manuals are cru-
cial for this plan. In short, our goal is to provide better
“out-of-the-box” experience for the users outside of LDC.
Another plan is to incorporate the results of recent research
on linguistic annotation, such as the Querying Linguistic
Databases (QLDB) project7. The QLDB project investi-
gates efficient data models for trees, interlinear texts, lexi-
con and linguistic paradigms. This research could have an
immediate impact on ways to store these kinds of linguistic
data.
Also, we plan to incorporate annotation and transcription
assisting technologies, such as an audio segmenter, a spell
checker and a POS tagger, into the annotation tools.

8. Conclusion
The annotation tool developers at LDC have benefited from
feedback from the end users in house. We hope to con-
tinue this tradition. At the same time, we would like to
enhance the support for users outside the LDC. All of the
software components and tools described in this paper will
be distributed as open-source software.8. We hope that the
various annotation tools and components introduced in this
paper are useful to both the creators and users of linguistics
resources.
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